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Yes —— Go to 2. for pipeline of our method and 3. for more details —— Go to 4. & 5. for experiment results
Are you familiar with/

zero-shot learning? \ T 1

No— Goto 1. for problem introduction Thank you for reading our poster !

5. T-SNE VISUALIZATION
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3. ATTRIBUTE PROPAGATION ON THE GRAPH

1. ZERO-SHOT LEARNING

color : multi-colored

beak : strong, curved | buffalo spider
leg : strong 5

- . 60 - T i ?
color : grey I — hamster
beak : short = = 0 - s

““» chihuahua

"_‘ o)

leg :short /

Propagate
node features 7

sheep

. 111
color : black (attributes) elephant . SOHHd
beak : heavy Before propagation —_— After propagation O m {m‘%\zebra
leg : muscular N\ °c bobcat f

p— /
ke
R N L
. SN

Before propagation: The nodes with different colors
represent different classes and the node features are the
attribute features X of the associated class. Propagating
the node features (attributes): Propagation computes a
weighted sum of its neighbors’ node features, where the
weights are produced by an attention module.
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Formally, we assume that a training set X" and a test leopard
set X'*¢ are sampled from a data space X. Each training
data * € X' is annotated with a label y € %", The
model is tested over X'*¢, which are not only from the seen
classes YV?°¢¢"™ but also the unseen classes Y“"°¢¢"™_ The chal-
lenge 1s that the seen and unseen classes have no overlaps:
yseen N yunseen — () Hence, the semantic attributes S for
each class 1s made available during both training and testing
to act as a bridge between training classes and test classes.

Specifically, every class y € )¢ U Y*"°“" 15 associated
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Visualization of the refined attribute vector per class
produced by APNet using t-SNE and the graph of classes
generated based on given semantic embedding per class.
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" . bedd g gttention a’(X;, X! = 5 ra(X XY The red nodes and blue nodes are the propagated attribute
cX a . . .
with a semantic embedding vector s, € 9. zeN, SRR yrm oz vectors for training classes and test classes, respectively.
2. PIPELINE
, , We train a propagation scheme and a similarity metric on
Graph Node Features Graph Edges Propagation Propagated Attributes

a set of training tasks. For a new task:
1. Initialize the nodes features: the attribute vectors of

O Propagate N — . .
node Prediction (/y' 2P different classes are represented by different-colored
features O @ . dots. Each attribute vector is associated with some

images from the corresponding class.

2. Determine the graph edges: Two nodes on the
4. MAIN RESULT propagation graph are connected by an edge if the
: ' similarity between their feature vectors exceeds a pre-
SUN CUB AWA1 AWA?2 aPY :
Methods S U I S O o S O o S U o S U . . Ic;letermln.ed thresl:\old. - o
DEVISE (Frome et al. 2013) 274 169 209 | 53.0 238 328|687 134 2241|747 171 278|769 49 92 - Propagation on the grap - 1heno ? eatures are
CONSE (Norouzi et al. 2013) 399 68 116|722 16 3.1 [8.6 04 08 |96 05 10 912 00 0.0 propagated by an attention mechanism for steps.
SYNC (Changpinyo et al. 2016) 433 7.9 134 | 709 11.5 19.8 | 87.3 3.9 16.2 | 90.5 10.00 180 | 663 74 13.3 4. Zero-shot prediction: After prOpagation’ we achieve an
SAE (Kodirov, Xiang, and Gong 2017) | 180 8.8 11.8|540 78 136 |77.1 18 35 [82 1.1 22 |89 04 09 " on f H el Gi
DEM (Zhang, Xiang, and Gong 2017) | 343 205 256 | 57.9 19.6 292 | 847 328 473|864 305 451|751 11.1 194 attrioute representation tor each class. Given a query
RN (Sung et al. 2018) . . - | 61.1 38.1 470|913 314 567|934 300 453 | - - - image’s representation, we compute its similarity to all
PQZSL (Li et al. 2019) 353 35.1 352|514 432 469|709 31.7 438 | - - - | 641 279 38.8 : , : :
CRNet (Zhang and Shi 2019) 36.5 341 353|568 455 505 | 747 58.1 654 | 788 526 63.1 | 684 324 440 the Ca”d'ditetd?“zs ?tt,'lr'bfite re':r,ese”;at'ogs, I?cyt
APNet(ours) 40.6 354 378|559 481 517|766 59.7 67.1 | 839 548 664 | 747 32.7 455 USINg 4 Metd- ramg >IMilarity me, r!c a,n Predictits
class as the one with the largest similarity.
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